Epidemic Log Gaussian Cox Process

Francois Buet-Golfouse, University College London, ucahtbu@ucl.ac.uk
Hans Roggeman, Independent Researcher, hraoyama(@gmail.com

A Semi-Parametric Approach Total Variance and Uncertainty

* To consider performance of the overall model and estimation techniques, we point out the it i1s important to

* Our approach 1s based on parametric mathematical epidemiological models, known as compartmental models, . . _
consider the total variance, given by

representing the spread of an epidemic. .
* In particular, our focus, here, is on a Susceptible-Infectious-Recovered-Deceased approach on Covid-19 data from Viy$] = Ely$] + E[y$]? - (e"ﬁ it — 1)

Germany. Our model 1s applicable to more complicated setups. . . . . N
Y 2 P P * In particular, one should note that the second term (stemming from uncertainty around the log-intensity) 1s usually

the main contributor to overall variance.
Recovered * All classical methods, as well as our local Laplace approximation, were run with a Matern-32 kernel (the same
lengthscale and variance settings were used):
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York, NY, 1st ed. 2018 edition edition, February 2018. ISBN 978-3-319-72121-7.
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* This framework can be translated in terms of Poisson process by looking at new infections i, (defined as the the 5,000 5,000 i :
number of susceptible people at time t — 1 who have become infectious at time t. Similarly, r; and d; are the new l
recovered and deceased respectively.

* In short, we introduce a Gaussian Process prior on the log-intensities (A,y, §), motivated by epidemiology:
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dt m~J POiSSOH(dt) log 5 2 s/ ft5 ~J GP(t, log I t— 1 )i}‘. S V N (Realised) i\Iew Infections ———i,ovje’:r Bbc;un: v Ql;ppjr B:undb‘ ST MCMC Laplace Approximation Variational Inference (Realised) New Infections
James Hensman and Theodore Kypraios. Variational Bayesian non-parametric inference for in- . ‘ .
fectious disease models. In Machine Learning for Healthcare Technologies, pp. 181-202. Oc- * The model performs rather well and manages to reproduce some of the seasonality and spikes observed in the
tober 2016. URL https://digital-library.theiet.org/content/books/10. L . . .
1049/pbhe002e_ch9. Publisher: IET Digital Library. data. This 1s one of the advantages of a semi-parametric approach thanks to Gaussian Processes.
A Semi-Parametric Approach Results
* As is usually done via MCMC, Laplace methods or VI, one tries to compute the posterior distribution of the GP * We give a quantitative overview of our results contrasting methods and find that the performance of the local
to make predictions at future steps. Laplace method 1s very close to the Laplace method, and has a performance which 1s slightly worse but
* We thus propose a new, simpler, approach, based on a /ocal Laplace expansion on the log-likelihood. equivalent to VI, while being available 1n closed-form.
- _ ..
First, for ¢ = A,v, 8, the true posterior is given by S————
g § § T 5 {4 f ¢ 1 5 § T ‘5 1 6 g Method Mean Absolute Error (MAE) | Root Mean Squared Error (RMSE)
_ i o _ _ Markov Chain Monte Carlo 201.71 353.20
p (f |y ) X eXp h 4 f Z € 2 (f m ) K (f m ) Laplace Approximation 86.28 183.50
i=1 Local Laplace 127.85 217,73
Variational Inference 102.21 175.18
* Dropping indices, we show that this can be well approximated by the following, where H = diag(y) and f = log y: R T—
]_ o A ]_ Method Mean Absolute Error (MAE) | Root Mean Squared Error (RMSE)
LI
p(fly) xexp|—=(f—f) H(f—-f)—-(f—-m) K (f —m) Markov Chain Monte Carlo 248.70 522,68
2 2 Laplace Approximation 183.51 452.69
Local Laplace 183.51 452.69
. . . . . . . . . . Variational Inference 183.53 359.86
* Finally, the posterior 1s approximated by a Gaussian distribution ¢, 5, with parameters given by:
NEW DEATHS
,1, — 2 (K— 1m —|— Hf) Method Mean Absolute Error (MAE) | Root Mean Squared Error (RMSE)
Markov Chain Monte Carlo 12.47 2972
—1 Laplace Approximation 10.70 28.00
> = (K—l + H) . Local Laplace 10.70 28.00
Variational Inference 11.17 27.98

Note that, importantly, and contrary to other methods, the local Laplace posterior 1s available entirely in closed-

: . : e To summarise. we have proposed a new multivariate semi-parametric framework (which we also extended to a
form and does not require any iterations. ) prop p (

| | | | | multi-output GP) to model the spread of epidemics, and put forward a novel, closed-form (hence quick,
Ming Teng, Farouk Nathoo, and Timothy D. Johnson. Bayesian computation for Log-Gaussian

Cox processes: a comparative analysis of methods. Journal of Statistical Computation and Sim- transparent and reproducible), posterior approximation, YIGIdIHg gOOd results.
ulation, 87(11), 2017. URL https://www.tandfonline.com/doi/abs/10.1080/ . . . . .
00949655.2017.1326117. * Future research includes considering this approach on graph Poisson processes.
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